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On Some Recent Efforts In On Some Recent Efforts In 
Spiking ComputationsSpiking Computations

Spiking neural P systems (SNP systems) are a class of parallel and Spiking neural P systems (SNP systems) are a class of parallel and 
distributed biologically inspired models based on the spiking of distributed biologically inspired models based on the spiking of 
neurons. SNP systems were initiated by Ionescu, Paun, and neurons. SNP systems were initiated by Ionescu, Paun, and 
Yokomori in 2006. Such systems can be treated as a network of Yokomori in 2006. Such systems can be treated as a network of 
spike processors. Information can be encoded in the form of time spike processors. Information can be encoded in the form of time 
intervals between spikes, or the multiplicity of spikes at a certain intervals between spikes, or the multiplicity of spikes at a certain 
time. Computational universality and efficient solutions to hard time. Computational universality and efficient solutions to hard 
problems are some of the known results in SNP systems literature.problems are some of the known results in SNP systems literature.

In this talk, we first briefly recall previous efforts by the speaker, In this talk, we first briefly recall previous efforts by the speaker, 
as well as colleagues, in the area of SNP systems: graphics as well as colleagues, in the area of SNP systems: graphics 
processing unit simulations, SNP system variants, transformations processing unit simulations, SNP system variants, transformations 
between variants and other models, computational universality. between variants and other models, computational universality. 
We then examine the structural plasticity feature of neurons from We then examine the structural plasticity feature of neurons from 
neuroscience: neurons can ``rewire'' their connections by neuroscience: neurons can ``rewire'' their connections by 
synaptogenesis or novel synapse creation, as well as by synapse synaptogenesis or novel synapse creation, as well as by synapse 
deletion. This feature is then used to introduce SNP systems with deletion. This feature is then used to introduce SNP systems with 
structural plasticity (SPSNP systems). SPSNP systems were structural plasticity (SPSNP systems). SPSNP systems were 
recently shown to be universal. We end the talk by outlining recently shown to be universal. We end the talk by outlining 
further ideas on SNP and SPSNP systems.further ideas on SNP and SPSNP systems.
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