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 Multisets: collection of objects/symbols, 

multiplicities

 Complex behavior: computational completeness, 

universality

 Simple building blocks: simple symbol 

processing agents in a shared environment 

(multiset) which they modify
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Chemical metaphor

 A “chemical style” approach to the notion of 

computation

 Data structure: multisets

 Computation: multiset transformation/processing
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Outline

 P colonies

 structure, functioning, computational power, multiset 

languages

 P colony automata

 languages of strings of symbols

 Generalized P colony automata

 languages of strings/sequences of multisets
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P colonies

 A population of very simple cells in a shared 

environment:

 Fixed number of objects (1, 2, 3) inside each cell

 Simple rules (programs) for moving and changing the 

objects

 The objects are exchanged directly only between 

the cells and the environment

[Kelemen, Kelemenova, Paun 2004]
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P colonies

rewriting + communication

d  b  d       c           a  cc 
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The computation

 Start in an initial configuration

 Apply the programs (sets of rules) in parallel in the 

cells, halt if no program is applicable

 The result is the number of the multiplicities of 

certain objects found in the environment

7



The computation

initial configuration                       a possible result
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The computation
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P colony automata

 Response to the changes in the environment

 Automata-like behavior - an input string is given

 Tape rules and non-tape rules: the application of 

programs with tape rules reads a symbol of the input

[Ciencialova, Cienciala, Csuhaj-Varjú, Kelemenova, Vaszil 2010] 
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P colony automata

The effect of tape rules:
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Different computational modes…

…with different uses of the tape rules:
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Power of the different modes

 nt, ntmax, ntmin: any recursively enumerable 
language can be accepted/characterized

[Ciencialova, Cienciala, Csuhaj-Varjú, Kelemenova, Vaszil 2010] 

 t, one cell: only CS languages can be generated

[Cienciala, Ciencialova 2011a]

 initial: any recursively enumerable language can be 
characterized

[Cienciala, Ciencialova 2011b]
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Generalized P colony automata

 A maximal parallel set of programs is chosen

 The tape rules might “read” several different 

symbols (multiset) in one step.

 The set of input sequences accepted by a 

GenPCol: The set of the sequences of read

multisets
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Generalized P colony automata

 The language accepted by a GenPCol in respect to a
mapping (𝑓: (𝑉 − {𝑒})∗ → 2Σ∗

):

ℒ Π, 𝑓
= 𝑓 𝑢1 ∙ ⋯ ∙ 𝑓 𝑢𝑠 ∈ Σ∗ 𝑢1 …𝑢𝑠 is

an accepted input sequence}
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𝑓𝑝𝑒𝑟𝑚

 𝑓𝑝𝑒𝑟𝑚: (𝑉 − {𝑒})∗ → 2(𝑉−{𝑒})∗, where 𝑓 𝑥 =

𝑦 ∈ 𝑉 − 𝑒 ∗ 𝑦 = 𝑝𝑒𝑟𝑚(𝑥)}
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Generalized P colony automata

modes using f
perm

 All-tape: all programs contain at least one tape

rule

 Com-tape: all communication rules are tape rules

 No restriction (noted by *)

[Kántor, Vaszil 2013]
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Turing machines with restricted 

space bound

A nondetermininstic Turing machine with a one-way 

input tape is restricted         space bounded if the 

number of nonempty cells on the worktape(s) is 

bounded by         , where    is the distance of the 

reading head from the left-end of the one-way input 

tape.

18



A Turing machine with

SPACEBOUND(n)

The length of the available worktape is bounded by 

the length of the input:

19

n



Turing machines with restricted 

space bound

1. After reading d1 input cells:
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Turing machines with restricted

space bound

2. After reading d2 input tape cells:
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Computational power

22

 ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑐𝑜𝑚 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 ∪ ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑎𝑙𝑙 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 ⊆

ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙,∗, 𝑓𝑝𝑒𝑟𝑚

 ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑐𝑜𝑚 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 ∩ ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑎𝑙𝑙 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 −

ℒ 𝐶𝐹 ≠ ∅

 ℒ 𝑅𝐸𝐺 ⊂ ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑎𝑙𝑙 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 ∪ ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑐𝑜𝑚 −



New results: prerequied

knowledge

 𝐹𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝐿 ⊆ 𝑉∗, 𝐿 ∈
𝐿𝑃,𝑤ℎ𝑖𝑐ℎ 𝑖𝑠 𝑛𝑜𝑡 𝑟𝑒𝑔𝑢𝑙𝑎𝑟 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑠𝑡𝑟𝑖𝑛𝑔 𝑤 ∈
𝐿 𝑤ℎ𝑖𝑐ℎ 𝑐𝑎𝑛 𝑏𝑒 𝑤𝑟𝑖𝑡𝑡𝑒𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚 𝑤 =
𝑤1𝑎𝑏𝑤2, 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑤1, 𝑤2 ∈ 𝑉∗ and a, b ∈
𝑉 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑤1𝑏𝑎𝑤2 ∈ 𝐿.

[Freund, Kogler, Paun, Pérez-Jiménez, 2009]
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New results

 𝑎𝑏 𝑛 𝑐𝑑 𝑛 𝑛 ≥ 1} can be accpeted by a 

GenPCol in all-tape mode using 𝑓𝑝𝑒𝑟𝑚.

 Proof: Let us consider the following GenPCol (1 

cell, 2 capacity):
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New results
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New results, open problems

summary

 Acceptance of 𝑎𝑏 𝑛 𝑐𝑑 𝑛 𝑛 ≥ 1} by a GenPCol

in all-tape mode using 𝑓𝑝𝑒𝑟𝑚(Π) ⟹ Π is able to

accept a language that P automata with input 

mapping 𝑓𝑝𝑒𝑟𝑚 cannot

 Open question: ℒ 𝐺𝑒𝑛𝑃𝐶𝑜𝑙, 𝑎𝑙𝑙 − 𝑡𝑎𝑝𝑒, 𝑓𝑝𝑒𝑟𝑚 ⊃

ℒ(𝑃𝐴, 𝑓𝑝𝑒𝑟𝑚) ?

 Open question: Power comparison of all-tape and 

com-tape modes?

 Open question: Computational power using other

mapping functions?
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Final slide

Thank you for

your attention!
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